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Abstract

Due to the huge amount of data published on the Web, the Web search process has
become more difficult, and it is sometimes hard to get the expected results, especially in
case of explanatory search when users are unfamiliar with the search domain. Many efforts
have been proposed to support exploratory search on the Web by using different
knowledge sources such as DBpedia and Linked Open Data (LOD). However, these
knowledge sources have limited support for the Arabic content, and thus they can be
hardly used with queries expressed in Arabic. In this research, we propose a fully
automated approach that is run on query time to support search results for Arabic language
by exploiting Wikipedia link structure. It aims to use the Arabic version of Wikipedia to
extract complementary knowledge that is relevant to the search query submitted by the
user. We propose ArabXplore, a system that extracts key entities from search snippets and
Wikipedia pages and ranks them based on a new ranking algorithm that is based on the
traditional PageRank algorithm. Finally, a graph is built to visually represent highly

ranked topics and their relations to the end user.

Our proposed system was assessed over a dataset of 100 Arabic search queries covering
different domains, and results were assessed and rated by a human expert. The underlying
ranking algorithm was also compared with the conventional PageRank. Results showed
that our ranking algorithms outperformed the PageRank algorithm. Our ranking algorithm
achieved 87.7 nDCG and 68.2 MAP while the conventional PageRank achieved 84.5
nDCG and 50.3 MAP. The source code, test dataset, and complete experimental results
are available online on: https://github.com/aabed91/ArabXplore

Keywords: Explanatory search, Arabic Wikipedia, entity ranking, PageRank
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Chapter 1 Introduction

1.1 Introduction

Nowadays, amount of data available on Web is larger than imagination. Every
minute, new things are added to the Web. This rapid increase of information makes
searching process on the Web very hard. Users of the Web always need to search about
specific things or explore new things, e.g. learning how to do something or taking
overview about a new domain. Different search engines are available to achieve these
goals. Users use their favorite search engine to find what they are looking for, but
sometimes, the search engine does not return the expected result if the user is not familiar
with what he/she looking for. On the other hand, the user needs to look in many links to

get the expected knowledge or the required information (Callender, 2010).

There are two common types of searching: Focalized search and Exploratory search
(Callender, 2010). Focalized search refers to searching process for exactly known target,
i.e. user exactly knows what he is looking for (Marchionini, 2006). Focalized search is
based on specific words to minimize and specify results that are returned by the search
engine. The search query in this type contains many words that describe the problem.
Exploratory search refers to a searching process where users are unfamiliar with the search
domain (White, Kules, & Drucker, 2006). In this type, users are looking for new domain
to learn about or get new knowledge. This type of search needs some more activities such
as exploring, investigating, comparing and evaluating returned results, because new data
is proposed to users. Usually, top results in search engines contain the required knowledge
in focalized search. In contrast, users in case of exploratory search must visit a lot of pages
to get a complete idea of what they are looking for because search query in this type may
comprise limited and too general words. Popular search engines mainly support focalized

search, and they do not give results based on semantic relations.

Many solutions have been proposed to improve the exploratory search on the Web. Most
of these solutions exploit background knowledge resources such as DBpedia, LOD
(Linked Open Data) and ontologies to identify topics that are semantically related to the
user keywords (Fafalios, Papadakos, & Tzitzikas, 2014). These knowledge resources are
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often structured in RDF/XML formats so that they can be queried and processed without
any human intervention. Despite the potential of semantic-based solutions, they are mostly
based on English and Latin based languages. When it comes to Arabic language, the
language spoken by 300 million all over the world, it is difficult to find a semantic
knowledge resource that offers semantic content expressed in Arabic. To our knowledge,
and until the time of writing this work, DBpedia and LOD repositories do not widely
support Arabic language. Therefore, there is an emerging need for alternative knowledge

resources that are tailored to Arabic language.

In this work, we aimed to exploit the Arabic version of Wikipedia to support exploratory
search on the Arabic Web content. Many efforts proposed similarity measures to calculate
the similarity between topics based on the Wikipedia link structure. We build on these
efforts and use Wikipedia-based similarity measures to offer extra knowledge that help
users while exploring the Web. Most importantly, our approach is customized to Arabic

language and focuses on the processing of the Arabic content on the Web.

One of our main goals is to allow users to benefit from knowledge extracted from
Wikipedia without eliminating them from using their favorite web browsers and search
engines. Thus, the proposed solution implemented as plugin or add-ons for web browsers.
This plugin works immediately after the user submits a query search on the search engine.
It extracts main entities from the snippets returned by the search engine and gets articles
for these entities from Wikipedia with their relations. Then a graph is constructed and
displayed to the user based on the extracted entities and Wikipedia articles, where graph’s
node represents a Wikipedia article and the edges between the nodes that represent the

semantic relation between these two articles.

The generated graph contains highly related Wikipedia articles based on entities extracted
from the search snippet as well as Wikipedia entities. As the number of related Wikipedia
entities could be large. We sought to filter the results and to reduce the size of the graph
by using a novel ranking algorithm that is based on the conventional PageRank algorithm.
PageRank algorithm is a developed algorithm to rank Web pages that are based on

mathematical calculations. This algorithm is used by Google to rank returned results. To
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satisfy our requirements and cope with the needs of explanatory search, some

modifications were made on the PageRank algorithm.

The proposed solution is one of the few works in Arabic domain that aim to support Web
search for Arabic language. Our solution has the following characteristics: First, it collects
entities not only from search snippets but also collects related and salient entities based
on the Wikipedia's link structure. Second, it is a fully automated solution, which means
there is no need for any effort from search engine users. It works on query run time in the
background without needing any interruption from the user. The final result will be

displayed with the search engine result at the same time.

Finally, the proposed solution uses graphs to represent the final result. This is a more
effective technique to represent a lot of information. Users can easily take a better
overview of the topic of interest. Also, users can review related articles with the main

topic and find relations between them easily.

The proposed solution was assessed over a dataset of 100 Arabic search queries in
different domains. The experimental results showed that our modified PageRank
algorithm improves the entities ranking process as compared to the results obtained from

conventional page rank.

The source code of the proposed approach, test dataset and the experimental results are

available online on https://github.com/aabed91/ArabXplore and free to use for research

and academic purpose.

1.2 Statement of the problem

Traditional search engines on the Web are not adequate for exploratory search tasks
where users are not fully aware of the search context. Several solutions have been
proposed to support explanatory Web based search by proving extra and complementary
knowledge related to the search scope. This knowledge can be extracted from knowledge
resources such as Wikipedia, DBpedia or ontologies. However, most existing solutions
have focused on English text and lacked adequate techniques for filtering and ranking

search results. In this research, we aim to support exploratory search by exploiting the
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Arabic version of Wikipedia. In this regard, there are four sub-problems that we need to

consider:

1. How to efficiently extract relevant information from Wikipedia and provide them to
the user at query time.

2. How to identify Wikipedia topics that are most relevant to the user's query.

3. As the results extracted from Wikipedia can be large, we need to find out how to rank
these results and maintain only the most relevant ones.

4. How to make our solution easy to integrate with commonly used search engines so

that the user does not need to learn on using new tools.

1.3 Objectives
1.3.1 Main Objective

The main objective of this research is how to effectively and efficiently exploit
the Arabic content of Wikipedia and adequate ranking algorithms to extract relevant

topics related to Web search queries submitted by the user.

1.3.2 Specific objectives
The specific objectives for the proposed solution are:
- Exploit the Wikipedia's content and link structure to determine Wikipedia topics

that are related to the user's query.

- Handle user queries efficiently and provide results without significant delay and
without interrupting the user's activity.

- Explore entity ranking techniques and investigate how entity ranking can be used
to rank search results on the Web.

- Assess the performance of our proposed approach by comparing it with other
approaches.
1.4 Importance of Research

Due to the importance of searching on the Web, and the lack of support dedicated

for searching in Arabic, our proposed approach gains importance.

First, our approach is one of the few researches in Arabic field that focus on enhancing

exploratory search on the Arabic content by exploiting Arabic Wikipedia link structure.
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Second, by using Wikipedia means we cover broad range of areas more than other

knowledge sources.

Third, our approach is fully automated and does not require any user effort. In Addition,
our approach works in query time and does not interrupt user search process.
Fourth, our approach is not specified for particular search engine or browser, it is working

on any search engine or browser.

Fifth, our approach works to get the largest number of related entities from search results

snippets and from Wikipedia as well, to get all related topics.

Sixth, our approach ranks these concepts by using a modified version of page rank
algorithm that considers both the importance of the page and the order in search results.
Finally, our approach visualizes results in a graph that helps users to get a wide overview

of the main and related topics.

1.5 Scope and limitations
*  Our approach will focus on exploratory search only. Also, our approach will focus
on Arabic search and will be based on the Arabic version of Wikipedia.
* Due to the lack of datasets and golden standard in Arabic, our assessment will base
on human judgment to assess the validity and correctness of the constructed graph.
* Due the limited size of Arabic Wikipedia (only 340,000 articles in Arabic) as
compared to the English version, it may not be possible to map all possible user

queries to the Wikipedia content.
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*  When matching phrases with Wikipedia articles, an ambiguity may be introduced
as a result of mapping a single phrase with multiple Wikipedia articles. Article
disambiguation is not handled in this work since our focus in this thesis was on
enhancing the explanatory search with the disambiguation process is left to the
future work.

* The usability of our system is not assessed in this thesis. Our focus was on the

assessment of the accuracy of obtained results rather than usability issues.

1.6 Research Methodology

Our research methodology consists of the following stages:

Stagel:

Investigate the user requirements through a usage scenario.

Stage 2:

Explore approaches to access and process the Arabic version of Wikipedia.

Stage 3:

Explore natural language techniques the are adequate for Arabic language.

Stage 4:

Investigate approaches to rank search results and filter them efficiently.

Stage 5:

Investigate ways to map user queries to /Wikipedia content.

Stage 6:
Design our approach to support Web search by extracting related Wikipedia entities.

Stage 7:

Assess our approach by using appropriate metrics.
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1.7 Research Contribution

The work in this thesis has the following research contribution:

1- This is of the first workss that exploit Arabic version of Wikipedia to support
exploratory search results. In the field of Arabic language, there is no similar
works to support search results. Arabic version of Wikipedia has been exploited
for different purposes: For example, (Althobaiti, Kruschwitz, & Poesio, 2014) exploit
Arabic Wikipedia in named entity recognition. (Al-Rajebah, Al-Khalifa, & Al-
Salman, 2011) exploit Arabic Wikipedia to generate ontology. (Alotaibi & Lee, 2012)
exploit Wikipedia to classify Arabic articles.

2- A novel ranking algorithm based on the conventional PageRank is proposed. Our
ranking approach is adapted to Web search by considering both the frequency and
position of entities in search results. According to experimental results, the

modified ranking algorithm outperformed the traditional PageRank algorithm.

3- This proposed approach does not identify related entities from snippets only but it
also retrieves topics that are relevant to the search context but are not explicitly

mentioned on snippets from snippets Wikipedia page.

4- The proposed system is compatible with any traditional search engine and does
not require any special interface. Also, this work is fully automated and does not

interrupt user search process.
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1.8 Overview of Thesis

This thesis consists of five chapters as following:

Chapter 1: Introduction: This chapter presents an overview of the main problem and
possible solutions and focuses on proposed solution. It also discusses the challenges and

difficulties of using Arabic Wikipedia.

Chapter 2: Related Works: This chapter focuses on related works that enhanced search

results or exploited Wikipedia as a knowledge source.

Chapter 3: Methodology: This chapter explains in detail the steps followed to support

search results. And presents a real case study of using the approach step by step.

Chapter 4: Evaluation: This chapter explains the assessing process of our approach, test
dataset, comparing results, used evaluation metrics. And discusses the results and explains

the source of errors.

Chapter 5: Conclusion: This chapter presents a conclusion of this thesis and discusses

future works.
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Chapter 2 Background and Related Works

In this chapter, we present a background on the main concepts used in this thesis.
These concepts include Wikipedia, the PageRank algorithm and the evaluation metrics.
We then review the most popular related works. The related works section is divided into
five sections. In the first section, we review works that exploit background knowledge to
enhance Web based search. In the second section, we list works that enhance Web based
search but for Arabic results. In the third section, we list popular works that exploit Arabic
version of Wikipedia in some applications. In the fourth section, we list popular works
that enhance Web based search by using sematic processing. In the final section, we list

some works that analyse links for search results.

2.1 Background
The background section starts with an overview of Wikipedia. PageRank
algorithm is then explained in detail with an example. Finally, the evaluation metrics used

in the evaluation section are explained with example.
Wikipedia

Wikipedia is a free encyclopedia based on Wiki which is a special type of website
designed to make collaboration easy. Many people are constantly improving Wikipedia,
making thousands of changes per hour. All of these changes are recorded in article
histories and recent changes. Wikipedia is one of the first visited sites to get new
knowledge about something new, and to get overview about related topics. Wikipedia was
launched on January 15, 2001. There was only the English language version initially, but
it quickly developed similar versions in other languages, which differ in content and in
editing practices. Wikipedia uses hyperlinks to link related articles together. This property

in Wikipedia can be used to enrich search results.

PageRank

It is used by most search engines to rank websites in their results (Page, Brin,
Motwani, & Winograd, 1999). For example: Google search engine uses PageRank

algorithm with other ranking methods to determine the importance of web pages.
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PageRank is not the only used algorithm by Google, but it is the first algorithm that was

used and the best algorithm to rank pages.

Based on PageRank, the rank of any page depends on the rank of the pages pointing to it
i.e. back links or in-links are the most important part of the page rank algorithm. Simply,
a link from page B to page A counts as a vote that page A is important. The rank of page
A increases as the number of the in-links of A increases.

PageRank algorithm depends on mathematical formula to calculate the rank of any page.
The main formula of the page rank algorithm for page A that has pages T1...Tn which

point to it, is:

PR(A) = (1-d) + d (PR(T1)/C(T1) + ... + PR(Tn)/C(Tn)) 2.1)

Where, PR is the page rank for the target page A, C is defined as the number of links that

come out of the page T, and d is a damping factor which can be set between 0 and 1.

Based on the above equation, page rank of page A is recursively calculated by the page
rank of those pages that have links to page A. Also, Page rank algorithm does not rank
web sites as a whole, but it ranks each page individually. Page rank algorithm is used by
search engines to rank the results. For example, Google search engine uses page rank
algorithm but with some modifications to enhance the results. To understand how the rank

of a particular page is calculated, consider the following graph in (Figure 2.1).

Page A » Page B

Figure (2.1): Pages with relation graph

Now we need to calculate the rank for page A and page B, let’s start PR(B) from 0 and
calculate PR(A), and suppose the damping factor equals 0.85. The main equation to
calculate rank for page A will be:
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PR(A) = (1-d) + d(PR(B)/C(B))
Since the PR(B) = 0, and C(B) = 1, the equation will be:

PR(A) = (1-0.85) + 0.85(0/1)
=0.15+0.85*0
=0.15
Now, we have the first rank for page A, and we can calculate the rank of page B based
on the following equation:
PR(B) = (1-d) + d(PR(A)/C(A))
= (1-0.85) + 0.85(0.15/1)
=0.15+0.85*0.15
=0.2775
The rank of page B at the first time was 0 and now 0.2775, so we need to repeat the
previous equations with new values, as the following:
PR(A)=0.15+0.85 * 0.2775
=0.3858
PR(B)=0.15+0.85 * 0.3858
=0.4779
Page rank algorithm repeats the calculations lots of time until the numbers stop changing

much.

Evaluation Metrics
Normalized Discount Cumulative Gain

Normalized Discount Cumulative Gain. (nDCG), is a widely used evaluation
metric for recommendation systems. It is also a measure for quality rank (Jarvelin &
Kekéldinen, 2002). We used NDCG because it is designed for ranking results with more
than one relevance level. NDCG used to measure our approach based on ranked list and

relatedness value assigned by human experts.

To understand how NDCG works suppose that, we give a simple illustration of the

calculations needed to calculate the nDCG. Given the following input query: ‘L3l as
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an example, the system generates the list of results shown in (Table 2.1) in the given order:
Each of these results is supposed to be related to the input query "L_>W", and should have
a level of relatedness that conforms to its order in the generated list. That is, the word
"L_3lI" should be the top related result, followed by the word " ik (= ", and so on.
(Table 2.1) also shows the ratings given by the human rater. Each rating denotes the

human's perception of relatedness to the input query.

Table (2.1): sample of human rates

Concept Human rate ‘
LSk 5
il (2 5
3y gaia 5
posa S 2
wagpd 4
bbil 4
g 3
e (a4 4
Clead¥) sy 3
G gall 2

The rate value between one and five, where one means the concept is irrelevant and five

means the concept is completely relevant.

Given the ordered list of results generated by the system, and the ratings given by the
human subject, the nDCG can be calculated as the following:

First, we need to calculate DCG based on the following equation:

DCG,, = rate, + Yk, 1%

=2 log}

(2.2)

The variable k is the top k retrieved results. nDCG is calculated as shown in (Table 2.2):
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Table (2.2): calculate nDCG
rate;
log;
0 N/A
1 5
1.585 3.154

i rate; log}

2322 1.723
2.584  1.548
2.807 1.069

3 1.333
3.169 0.947
3.322 1 0.602

o L SN A W N

N W A W R RN W W W

.
<

So the DCG of the previous values is:
DCGyy =5+ (0+5+3.155+ 1+ 1.723 + 1.548 + 1.069 + 1.333 + 0.947
+ 0.602) = 23.376

This is the DCG for one search query results but we cannot compare the performance of
this query to another one because the other query may have more or less results. So, to
make any query comparable with others the DCG must be normalized and to achieve this
goal we need to calculate ideal DCG. IDCG has the same equation and calculations but
with one different. It based on ideal ordering for the rate values for the given search query.
For previous results, the ideal order is:

5,5,5,44433.22
The ideal DCG or IDCG is:

IDCG,, = 24.581
The normalized DCG is:

DCGy,  23.376

= = 0.951
IDCG,, 24.581 095

NDCGlO =
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Mean Average Precision (MAP)

Average Precision is the average of the precision value obtained for the set of
top k documents existing after each relevant document is retrieved, and this value is then
averaged over information needs.

MAP is calculated by using the following Equation:
1 1 «0j
MAP = EZ;Ll Q_] i=]1 P(dOCi) (23)
Where, N is number of queries, @; is number of relevant documents for query j and

P(doc;) is precision at ith relevant document.

In other words, we calculated the average precision for each query and calculate the

average for these averages.

To simplify the mean average precision, consider that we have two queries as the

following:
Query 1
Rank | Relev. | P(doc;)
1 X 1.0
2 Query 2
3 | X 0.67 Rank | Relev. | P(doc;)
4 1 X 1.0
S 2
6 X 0.50 3 X 0.67
7 4
8 5
9 6
10 | X 0.40 7
11 8
12 9
13 10
14 11
15 12
16 13
17 14
18 15 | X 0.2
19 AVG: 0.623
20 | X 0.25
AVG: 0.564
0.564 + 0.623
MAP = = 0.594

2

This value means that system accuracy is 59% in retrieving relevant concepts.
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T test

A t-test is any statistical hypothesis test in which the test statistic follows a
Student's t-distribution under the null hypothesis. It can be used to determine if two sets
of data are significantly different from each other.
A t-test is most commonly applied when the test statistic would follow a normal
distribution if the value of a scaling term in the test statistic were known. When the scaling
term is unknown and is replaced by an estimate based on the data, the test statistics (under
certain conditions) follow a Student's t distribution.
Two-sample t-tests for a difference in mean involve independent samples or unpaired
samples. Paired t-tests are a form of blocking, and have greater power than unpaired tests
when the paired units are similar with respect to "noise factors" that are independent of
membership in the two groups being compared. In a different context, paired t-tests can
be used to reduce the effects of confounding factors in an observational study.
The independent samples t-test is used when two separate sets of independent and
identically distributed samples are obtained, one from each of the two populations being

compared.

2.2 Related Works
2.2.1 Enhancing Web based search by exploiting background knowledge

Related works in this field can be classified into two main groups: The first group
is using Wikipedia as background knowledge to enhance Web based search, and the
second group is using linked open data, such as DBpedia, as background knowledge.

The first group of works tried to enhance information retrieval by linking the text in Web
pages with Wikipedia concepts. Mihalcea and Csomai (Mihalcea & Csomai, 2007)
proposed Wikify which is a system that uses Wikipedia as a resource. Wikify extracts
main terms from input document and links them to Wikipedia pages that belong to. The
annotations produced by the Wikify system can be used to automatically enrich online
documents with references to semantically related information, which is likely to improve
the Web users’ overall experience. Milne and Witten (Milne & Witten, 2008) proposed a

system that automatically cross-reference documents with Wikipedia. This systemcan also
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provide structured knowledge about any unstructured fragment of the text. The proposed
work aims to bring the same explanatory links and the accessibility and serendipity they
provide to all documents. Ferragina and Scaiella (Ferragina & Scaiella, 2010) proposed
TAGME, which is a framework that annotates short texts fragment on-the-fly. TAGME
is used to tag short and poorly composed texts, such as search results snippets, tweets, and
news, and link them to related Wikipedia pages. Hann et al. (Hahn et al., 2010) proposed
Faceted Wikipedia Search which is an alternative search interface for Wikipedia, which
facilitates info box data in order to enable users to ask complex questions against
Wikipedia knowledge. By allowing users to query Wikipedia like a structured database,
Faceted Wikipedia Search helps them to truly exploit Wikipedia’s collective intelligence.
Other group of researchers were more specific and focused on exploratory search in their

work to improve the search results.

One of the most popular works in this field is Google knowledge graph (Pelikdnova, 2014)
that is used in Google search engine to enhance its search results with semantic search
information collected from different sources. Blanco et al. (Blanco, Cambazoglu, Mika,
& Torzec, 2013) proposed Spark which is a semantic search assistance tool that aims to
recommend possible future queries to explore by users based on their current query. Also,
Ugander (Ugander, Karrer, Backstrom, & Marlow, 2011) proposed Facebook Graph

search which is an approach to enhance search in Facebook and.

The second group of works tried to propose enhanced solutions by linking Web text with
Linked Data entities such as DBpedia. Spotlight (Mendes, Jakob, Garcia-Silva, & Bizer,
2011), one of the earlier works in this area, is a system for automatically annotating text
documents with DBpedia. The goal of DBpedia Spotlight is to provide an adaptable
system to find and disambiguate natural language mentions of DBpedia resources. This
approach works in four-stages. The spotting stage recognizes in a sentence the phrases
that may indicate a mention of a DBpedia resource. Candidate selection is subsequently
employed to map the spotted phrase to resources that are candidate disambiguations for
that phrase. The disambiguation stage, in turn, uses the context around the spotted phrase

to decide for the best choice amongst the candidates. The annotation can be customized
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by users to their specific needs through configuration parameters. Similar works in this

field used DBpedia with traditional search to enhance exploratory search results.

Aemoo (Musetti et al., 2012) is a Web application, proposed by Musetti et al., that acts as
exploratory search engine. Aemoo interface gets search keyword from the user and then
the system gathers information about search entities from different sources such as:
Linked data, Wikipedia, Twitter, etc. After that it provides the user with return results.
Marie et al. (Marie, Gandon, Ribi¢re, & Rodio, 2013) developed Discovery Hub
exploratory search system that performs on-the-fly remote SPARQL queries to DBpedia
and retrieves related results. Fafalios et al. (Fafalios et al., 2014) proposed search result
enriching system that extracts named entities from search query and retrieves related
topics from Open Linked Data which is DBpedia. The proposed system, also, uses page
rank algorithm to extract only high related topics.

In the fact, using DBpedia is easier than using Wikipedia, because DBpedia is Ontology-
based structure that makes retrieving related concepts and their relations straightforward.
However, the coverage of Wikipedia is wider than DBpedia. DBpedia, until this moment,
does not cover all topics as Wikipedia. Also, Wikipedia supports a lot of languages such
as Arabic, which is the target language in our work. In contrast, Arabic DBpedia has
several limitations as it is still at early stage. Finally, we can overcome the shortness in
Wikipedia structure by exploiting links between articles to explore the relations. In
addition, these works are application specific. Unlike these works, our proposed approach
is not specified for one search engine, but it can work with any search engine. Also, our
approach does not interrupt user search or change search interface.
2.2.2 Enhancing Web based search for Arabic Language

Unlike research on enhancing faceted search in English, Arabic suffers from lack
of research that aims at enhancing Web based search on the Arabic content. The weakness
of the Arabic content may be one of the reasons why researchers stay away from this

domain. In this section we list some efforts in Arabic Web based search.

Al Ameed et al (Al Ameed et al., 2006) addressed some characteristics of Arabic language

text properties and its computer processing, in addition to a general idea about synonyms
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facility and its current implementation fields in IT. Their study exhibited an
implementation model for a new IR system using additional components like Arabic light
stemmers and word synonyms structure which assist in solving some limitations that
today’s Arabic IR systems suffer from. Their study recommended the use of word
stemming and wildcard search modules to solve the word scripts mismatching problem
which arise with word-matching approach. In addition, it utilized the synonyms facility in
order to expand the queries in word-sense approach. Hammo (Hammo, 2009) proposed a
framework to enhance the retrieval effectiveness of search engines to search for diacritic
and diacritic-less Arabic text through query expansion techniques. He used a rule-based
stemmer and a semantic relational database compiled in an experimental thesaurus to do
the expansion. Moawad et al (Moawad, Abdeen, & Aref, 2010) proposed an Arabic
semantic search engine based on an Arabic ontology. The proposed architecture is layered,
and is loosely coupled with an existing Arabic syntactic search engine. The proposed
Arabic semantic search engine is semantically reason using an Arabic ontology that
represents a very rich vocabulary (Arabic concepts' attributes, inheritance relations, and
association relations). It helps the search engine to understand the user's query intention,
and hence enhances the search results. Finally, their work illustrates semantic search

through simple search examples in computer domain.

Beseiso et al (Beseiso, Ahmad, & Jais, 2010) proposed the design and implementation of
an Arabic semantic Web retrieval engine named SemARAB that employs semantic
ontology. SemARAB enabled users to search based on keyword semantic through an easy
to use visual search interface. To provide an effective retrieval and to tackle problems in
Arabic language processing, the tool was built based on semantic similarity between
concepts of specific ontology and content-based similarity for different resources. The
approach is implemented for searching on the electronic commerce domain only. This
works is one of the good efforts in Arabic field to support Arabic search on the Web. But,
it has some shortcomings. First, this work can be used in one domain only. Second, users

need to change their favorite search engine to benefit from this work.
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Tazit et al (Tazit, El Hossin Bouyakhf, Yousfi, & Bouzouba, 2007) presented an Internet
search engine with focus on the Arabic language. They used regular document retrieval
techniques and enhance them with a treatment on the semantic level of terms found in
documents. This semantic process is integrated in the search stage of the search. Al Safadi
et al (Al-Safadi, Al-Badrani, & Al-Junidey, 2011) proposed a model for representing
Arabic knowledge in the Computer Technology domain using Ontologies. The model
starts by elicitation users informational needs. In their work, ontologies plays a major role

in supporting information search and retrieval processes of Arabic blogs on the Web.

These are some popular efforts to enhance Arabic Web search. Our approach is different
from previous efforts since it has a different objective: it uses Arabic Wikipedia to enhance
exploratory search results. Unlike SemARAB (Beseiso et al., 2010) and (Moawad et al.,
2010), our approach can work with any search engine without special interface or

configurations.

2.2.3 Using Arabic Wikipedia version

Few efforts have exploited the Arabic version of Wikipedia in computer science.
Althobaiti et al (Althobaiti et al., 2014) proposed a new methodology to exploit Wikipedia
features and structure to automatically develop an Arabic NE annotated corpus. Each
Wikipedia link is transformed into an NE type of the target article in order to produce the
NE annotation. Other Wikipedia features - namely redirects, anchor texts, and inter-
language links - are used to tag additional Name Entities, which appear without links in
Wikipedia texts. Al-Rajebah et al (Al-Rajebah et al., 2011) proposed an approach to build
ontologies automatically for the Arabic language from Wikipedia. The proposed approach
analyzed Wikipedia article to extract semantic relations using its info box and the list of
categories. Alotaibi and Lee (Alotaibi & Lee, 2012) described a comprehensive set of
experiments conducted in order to classify Arabic Wikipedia articles into predefined
sets of Named Entity classes. Attia et al (Attia, Tounsi, Pecina, van Genabith, & Toral,
2010) proposed three complementary approaches to extract Arabic Multiword
Expressions from available data resources. One of these approaches relies on the

corresponding asymmetries between Arabic Wikipedia titles and titles in 21 different
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languages. Fayad (Fayad, 2016) proposed an approach that exploits Arabic Wikipedia to
dynamically linking short Arabic texts. The proposed approach searches in Wikipedia for
the articles that best describe the key terms within the short text and then annotates them.
The proposed approach was also designed to handle the various challenges associated with
the linking process including the processing of the Wikipedia's massive content, the

mapping to Wikipedia articles, the ambiguity of terms and the time efficiency.

These are some works exploiting Arabic version of Wikipedia in different applications.
To our knowledge, our approach is the first effort that exploits the Arabic version of

Wikipedia to enhance exploratory search on the Web.

2.2.4 Enhancing Web based search by using semantic processing

Recently, searching field has gained a growing attention, and researchers proposed
a lot of works to enhance traditional keyword-search. Fafalios et al (Fafalios et al., 2012)
presented a method to enrich the classical Web searching by performing Name Entity
Mining that at query time. They first retrieved the top hits from traditional Web search.
Then, mined entities at the time of retrieving. Finally, the retrieved entities grouped based
on their categories and visualized to the user. Also, Fafalios and Tzitzikas (Fafalios &
Tzitzikas, 2013) presented X-ENS (eXplore ENtities in Search) which is a Web search
application that enhances the classical, keyword-based, Web searching with semantic
information. They combined the pros of both Semantic Web standards and common Web
Searching. Their application identified entities of interest in the snippets of the top search
results which can be further exploited in a faceted search-like interaction scheme. Then,
the identified entities are ranked based on specific formula. Their application can help the

user to limit the search space to those hits that contain a particular piece of information.

Papadakos et al (Papadakos, Armenatzoglou, Kopidaki, & Tzitzikas, 2012) proposed an
approach that exploits both static metadata such as: domain, dates, language and file type
of the results and dynamically mined metadata which is based on grouping the results into
topics with predictive names for enriching Web searching by visualizing the results and
the groups. They aimed to provide users with overviews of the top results and thus

allowing them to restrict their focus to the desired parts. Hogan et al (Hogan et al., 2011)
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presented SWSE (Semantic Web Search Engine) which is consist of crawling, data
enhancing, indexing and a user interface for search, browsing and retrieval of information.
But, unlike traditional search engines, SWSE operates over RDF Web data. Bao et al (Bao
et al., 2007) proposed a new approach that optimizes Web search using social annotations.
They found that social annotations can benefit Web search in two aspects: first, the
annotations are usually good summaries of consistent Web pages. Second, the count of
annotations indicates the popularity of Web pages. Based on these two aspects they
proposed two novel algorithms. SocialSimRank (SSR) which calculates the similarity
between social annotations and Web queries and SocialPageRank (SPR) which captures

the popularity of Web pages.

Unlike previous works, our approach aimed to enhance exploratory search results for
Arabic search query using Arabic version of Wikipedia. While (Fafalios & Tzitzikas,
2013) proposed a very similar solution, but our approach is distinguished in two aspects:
First, it is based on a ranking algorithm that considers the frequency and position of search
results. Second, our solution is more intuitive and easy to use as it is developed as a plugin
to the commonly used Web browser. Thus it does not require a special interface or user

guide.

2.2.5 Link analysis for search result

There are several works that exploited link analysis based methods for ranking the
results of search processes. Rocha et al (Rocha, Schwabe, & Aragao, 2004) presented a
search architecture that combines classical search techniques with spread activation
techniques applied to a semantic model of a given domain. Given an ontology, they
assigned a weight to links based on certain properties of the ontology, so that they
measured the strength of the relation. Spread activation techniques are used to find related
concepts in the ontology given an initial set of concepts and corresponding initial
activation values. These initial values are obtained from the results of classical search
applied to the data associated with the concepts in the ontology. Harth et al (Harth,
Kinsella, & Decker, 2009) presented algorithms for prioritizing data returned by queries

over Web datasets expressed in RDF. They introduced the notion of naming authority
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which establishes a connection between identifier (URI) and the source which has
authority to assign that identifier. Their algorithm used the original PageRank method to
assign authority values to data sources based on a naming authority graph, and then
propagated the authority values to identifiers referenced in the sources. Delbru et al
(Delbru, Toupikov, Catasta, Tummarello, & Decker, 2010) proposed to exploit locality
on the Web of Data by taking a layered approach, similar to hierarchical PageRank
approaches. They introduced DING (Dataset Ranking) which is a novel ranking
methodology that uses links between datasets to compute dataset ranks and combines the

resulting values with semantic-dependent entity ranking strategies.

Bamba and Mukherjea (Bamba & Mukherjea, 2004) presented a technique for ranking the
results of a Semantic Web query. The ranking is based on various factors including the
Semantic Web resource importance. They have modified a World-wide Web link analysis
technique that has been effectively used to identify important Web pages to calculate the
importance of Semantic Web resources. Xue et al (Xue et al., 2003) proposed a method to
re-rank Web pages to improve the search performance in small Web search. They
generated implicit link structure based on user access pattern mining from Web logs.
Then, a modified page rank algorithm was applied on these links to compute rank scores.
Dali et al (Dali, Fortuna, Duc, & Mladeni¢, 2012) adopted learning to rank approach —
which is a state-of-the-art Information retrieval technique that learns a ranking function
from labeled training data- to the structured query that asks for some entities, provide a
systematic categorization of query-independent features that can be used for that. Ding et
al (Ding et al., 2005) proposed a novel Semantic Web navigation model providing
additional navigation paths through Swoogle’s search services such as the Ontology
Dictionary. Swoogle (Ding et al., 2004) is a crawler-based indexing and retrieval system
for the Semantic Web. Using their model, they have developed algorithms for ranking the
importance of Semantic Web objects at three levels of granularity: documents, terms and

RDF graphs.
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Unlike previous ranking algorithm, our approach uses a modified PageRank algorithm
that considers frequency of entities and their position in snippets to compute the rank for

these entities. It can also work with any traditional search engine.
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2.3 Summary

In this chapter, we proposed a background on the main concepts used in this thesis.
These concepts include Wikipedia, the PageRank algorithm and the evaluation metrics
including Normalized Discount Cumulative Gain, Mean Average Precision, and t test.
Then, we reviewed many related works and discussed them to show the main

shortcomings in these works and explain how we solved these shortcomings in our work.
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Chapter 3
Methodology
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Chapter 3 Methodology
3.1 Introduction

In this chapter, we explain in detail the design and implementation of our
ArabXplore search system which offers a faceted search service that extends the
conventional Web search engines. In the first section, we explain our design principles
before presenting a usage scenario of our system. Afterwards, the system architecture is
explain in detail, focusing on the main steps of the search approach which include: search
keyword extraction, query expansion, snippets pre-processing, related entities extraction,
entities filtering and entities ranking. We also explain how we prepared the environment
and configured Arabic Wikipedia to enable for fast search, enhance performance and

decrease processing time.

3.2 Design Principles

Before discussing the design of the ArabXplore search system, we present and

justify the design principles we followed in our design and implementation.

First, the search approach was designed to support the conventional Web search with a
faceting functionality. With faceting, search results obtained from a typical Web search
engine are grouped and tagged with relevant Wikipedia articles. Results should be ranked
based on their relevancy, and presented to the users by using an intuitive and easy-to-

understand visualization.

Second, the search approach is not an alternative for the conventional search engine but
rather an extension that enables users to quickly spot the most relevant search results and

tag them with Wikipedia links.

To achieve better usability and intuitiveness of the proposed approach, it was implemented
as a plugin to a commonly-used Web browser rather than as a standalone application. This
decision will enable users to exploit the faceted search service without sacrificing their

favourite Web browsers.

Finally, our approach should not incur significant delay while processing user queries and

presenting search results.
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3.3 Usage Scenario

The ArabXplore search system is used as the following: Using a Firebox Web
browser with the ArabXplore plugin, the user opens the Google search site and inputs the
search query. As the Google search results are presented to the user as usual, a pop-up
window shows up and contains a graph similar to (Figure 3.1). The graph shows named
entities and salient terms related to the search query. These entities and terms are
visualized as bubbles of different sizes see (Figure 3.2). Some of the presented bubbles
denotes topics that are explicitly mentioned in the Google search snippets. Some other
bubbles denote salient or sub-topics that are related to the search query but are not
explicitly mentioned in the search snippets. The bubble size indicates the importance of
the identified term whereas large bubbles are more relevant to the search query than small
bubbles. The size of bubbles is determined based on the ranking algorithm we used.
Around each bubble, a number of small bubbles are displayed in a different color (see
Figure 3.2.B). Clicking on any bubble, small or big, will open the corresponding
Wikipedia article to allow the user to explore the topic in detail. These surrounding
bubbles indicate topics related to the term of the central bubble, and are extracted from

Wikipedia's info boxes see (Figure 3.2).

Assume that a user submits the following search query in Arabic: "4 L% »". The pop-up
window shown in (Figure 3.1) will show up: It shows the following topics: "all 3 S, (g2l
L5ls | jles dll" represented as bubbles. Note that the topics ", 33l 3 S " can be
considered more related to the search query than other topics because their corresponding
bubbles are bigger. In addition, each bubble is associated with small bubbles denoting
related or subtopics. For example, the topics "Ja)lall"," L sl Maslea are related to the
topic "_Jws", and the topics " s caelS" " 35V da jall Sl g5l 7Sy 6 G s are related
to the topic "4 sk y (gali",
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Figure (3.1): An indicative screenshot of the ArabXplore system
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Figure (3.2): Info box graph and bubbles size

The above scenario illustrates the various benefits offered by our faceted search service:

First, it allows the user to explore the topic of interest in more detail by integrating relevant
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explanatory details from Wikipedia and using indicative visualizations. This functionality

is offered on top of existing Web search engines at query time and without human effort.

Second, it allows the user to narrow the search space by offering sub- or related topics
detected from Wikipedia. These subtopics and the associated links to Wikipedia articles
are presented at the user's fingertips, thus releasing the user from the effort and time
required to locate this information. Third, the provided visualization enables the user to
make better sense of the results and to instantly perceive the importance of different topics

and subtopics based on the colours and sizes of bubbles.

By exploiting Wikipedia as a background knowledge, the proposed service acts as a glue
for automatically connecting the unstructured results obtained from conventional search
engines, with structured information obtained from Wikipedia. This makes the Wikipedia
content accessible to the end users and integrated into the search process using the
conventional Web search engine. However, the proposed integration between Web search
engines and the Wikipedia content entails a number of challenges and consideration that

can be summarized as the following:

First, the use of the Arabic version of Wikipedia as a background knowledge for
information systems is still largely unexplored. Only recently, few efforts have proposed
the use of Arabic Wikipedia for ontology construction and entity linking (Mihalcea &
Csomai, 2007) (Rocha et al., 2004). This is in contrast to the English and Latin-based
versions of Wikipedia, which have been extensively used in a plenty of research efforts.
The limited use of Arabic Wikipedia can be attributed to the lack of enabling tools that
allow to process, access and retrieve the Wikipedia content rapidly and efficiently. In
addition, the lack of effective NLP tools for the Arabic language has also disrupted the

progress of integrating the Arabic Wikipedia for information retrieval.

Apart from the challenges associated with Arabic language, other challenges are faced
when integrating Web search results with information extracted from Wikipedia: The
number of Wikipedia entities that match with search results can be high. Therefore, there
is a need to rank and filter relevant entities so that only most important articles are

presented to the end user. In addition, there is a need to present other related entities that
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are not explicitly mentioned in search results but are highly related to the search query.

This is necessary to facilitate faceted search and enable end users to develop a

comprehensive overview of the topic of interest.

3.4 System Design

3.4.1 The ArabXplore Architecture

-

Snippet
‘ Preprocessing

Entity
Extraction

Secondary | Primary
entities | entities

A 4

Entities
Filtering

\L oo | I

Query
Expansion

Graph
Construction

Server Side

Search ry

®
Wl

Client Side

Figure (3.3): The architecture of ArabXplore system

The architecture of the proposed ArabXplore system is depicted in (Figure 3.3).

The architecture consists of two parts: the client side and the server side. The client side

was developed as a simple add-on to the FireFox browser, the commonly used browser

that we chose. The browser add-on performs two main tasks: First, it listens to and catches

the search keyword(s) submitted by the end user through the Web search engine, i.e.

Google search. Second, it sends detected keywords to the server via a restful web service

and then receives the final result and present it to the user in a pop-up window contained

the final graph. This process runs behind the scenes, i.e. in the background, and without

user intervention. Note that the search process is entirely handled by the server side. The

decision to keep the client side light-weight in terms of processing will enable for easy
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implementation for browser plugins for different web browsers, while the server side
remains intact.

The server side handles the search process, and consists of several components as shown
in (Figure 3.3). It exploits the Arabic Wikipedia to identify entities that relates to the
search results generated by Google search engine. It also uses an augmented PageRank-
like algorithm that we propose to rank the identified Wikipedia entities and filter them for
the end user.

The search process consists of the following steps:

3.4.2 Query Expansion
The first step of the proposed approach is to expand the search keywords inputted
by the end user by identifying similar or related entities. The aim is to detect as much

possible Wikipedia articles when mapping the identified entities to the Wikipedia content.

The Search keywords inputted by the end user are sent to the server side via a Restful Web
service. The server side then submits the received keywords to the Google search service.
The top 20 Google snippets are extracted and processed to detect and extract entities

related to the user query because most accurate search results appear in top 20 snippets.

3.4.3 Snippets Pre-processing
The search snippets retrieved from the previous step are pre-processed to extract
important entities that may relate to the search query. The following steps are applied on

the search snippets:

1- Orthographic normalization (e.g. replacing “"” with “/, “” with “s” and

remove “%,&,¢ etc.). Normalization of Arabic text is essential to achieve the

best matching with Wikipedia content

(1A

2- Removal of stop words and special characters such as
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3.4.4 Entity Extraction
This steps aims at identifying and extracting Wikipedia entities that are related to
the search query and that will be used later in the final visualization. Entity extract is

performed at two levels as the following:

3.4.4.1 Identifying Primary Wikipedia Entities

The following step is to map the pre-processed search snippets to relevant
Wikipedia articles. To achieve the best matching with the Wikipedia content, the text of
each snippet is split into n-grams. N-gram is a set of N consecutive words where N is an
integer number. The aim of generating N-grams is to match phrases in search snippets
with all possible Wikipedia articles. For simplicity, we set N to be less than or equal to 3.
This means that we generated all possible unigrams, bigrams and trigrams (Wikipedia
entities can rarely consist of more than three words). To illustrate how N-grams are
generated, take the following sentence as an example:"<¥ skl aal (e Lis sl Jasl (5550 22y
". The generated N-grams are as the following: "JUasl (5555 2" s 5l Qa5 5", Uasl

-

O syl anl e sy sl 7N shadl aal 007 75 550 2237, ete.

The generated N-grams are then matched for the Wikipedia content to search for most
relevant articles. The matching process starts with the biggest grams and ends with the
smallest grams. Bigger grams are prioritized over smaller grams. This means that if a
smaller gram is contained within a bigger gram, only the article that maps to the bigger
gram is considered. For example, the word "¢_s2" and "JUas¥) 553" both match with two

different Wikipedia articles. Since the word "s_s" is contained in the phrase " s_s?

JYI", the latter is considered while the former is ignored.

The matching process may introduce some ambiguity as some phrases can map to multiple
Wikipedia articles. The disambiguation process is not handled in this work, and only the
first matching article is considered while the rest ambiguous articles are ignored. This is
because our focus this stage was on enhancing the search experience while the
disambiguation process is left for future work. However, there are plenty of existing works

that offered solutions for article disambiguation (Cucerzan, 2007; Mihalcea, 2007).
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The result of this step is a set of Wikipedia entities that match with phrases in the Google's
search snippets. These detected Wikipedia entities will be further filtered and ranked, as

will be explained in the following steps, before being visualized as bubbles.

3.4.4.2 Identifying Secondary Wikipedia Entities

Besides the primary Wikipedia entities detected from the previous step, the
ArabXplore can also present topics that are relevant to the search context but are not
explicitly mentioned in the search results as illustrated in the usage scenario in Section
3.3. The aim is to enable the user to explore not only explicit topics contained in search
snippets, but also other related topics that are not retrieved by the search engine, but are

necessary to improve the navigation to other interrelated articles.

Driven by this need, our approach needs to seek for other Wikipedia entities that are
related to each primary Wikipedia article identified in the previous step. We refer to these
related entities as secondary Wikipedia entities because they are related to the search
context but are not explicitly mentioned in the search snippets retrieved by the search

engine.

The approach we used to identify secondary Wikipedia entities is to exploit the hyperlinks
mentioned in the primary Wikipedia articles. Links within a Wikipedia article often refer
articles that expand or complement the subject of the article. Our approach was simply to
extract these links and choose the most frequent ones as secondary entities for our search
system. This process is explained as follows: The content of each primary Wikipedia
article is first retrieved, and hyperlinks are extracted from its HTML content. This will
result in a large number of hyperlinks from all primary Wikipedia articles. Therefore, it is
necessary to filter the extracted links so that only important ones are maintained.
Therefore, we applied a TF-IDF model to calculate the weights of links in the primary
Wikipedia articles. TF-IDF (Term frequency-inverse document frequency) is a numerical
statistic that is used to determine how important a word is to a document in a collection
of documents or sometimes called corpus. So, we can determine the importance of each

link by calculating its TFIDF in the primary Wikipedia articles detected in the previous
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step. In this case, the primary Wikipedia articles are used as a corpus of documents. To

calculate TFIDF for concept c, we used the following equations:

number of time concept c appears in a page

TF =

(3.1)

Total number of concepts in the page

total number of pages

IDF = log 3.2)

number of pages with concept cin it

TFIDF = TF.IDF (3.3)

Finally, TF-IDF scores of links are normalized so that they range from 0 to 1, where 1
means most important and 0 means less important words. Links with high TF-IDF scores
denote Wikipedia articles that are relevant to the corpus of documents, i.e. the primary
Wikipedia articles. Finally, we choose Wikipedia entities with TF-IDF weights that
exceed a predefined threshold. In our experiment, the threshold value was set to 0.4 based

on the many trails we conducted.

Note that we only considered links in articles rather than the whole article content when
calculating the TF-IDF weights. Note that the search process should be performed at the
query time without incurring significant time delay. Analyzing the whole document
content will be time consuming and will make it difficult to present results rapidly to the
end user. In addition, considering hyperlinks only can provide satisfactory results because

they often represent important topics that have corresponding articles in Wikipedia.

3.4.5 Entities Filtering

The output of the former two steps should be a set of primary and secondary
Wikipedia entities that are related to the input search query. As mentioned earlier, primary
Wikipedia entities are explicitly identified from the search snippets retrieved by the
traditional search engine, while the secondary entities are not mentioned in the snippets
but are highly related to the search context. Secondary entities are detected from important

hyperlinks mentioned in the primary Wikipedia articles.
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The number of extracted primary and secondary entities can be so big to be presented to
the end user. Therefore, we aim to filter these entities to keep only most important ones.
To measure the importance of a Wikipedia entity quantitatively, we used the measure

shown in Equation 3.4 (Hisamitsu & Niwa, 2005).

number of times the concept cis used as a link in Wikipedia

importance(c) = 3.4)

number of times the concept c appears in Wikipedia

Where c is a Wikipedia entity. This measure implies that the more the entity is used as a
hyperlink in Wikipedia, the more importance it gains. The previous equation is used to
assign importance value to each detected Wikipedia entity. Finally, entities are filtered

based on a predefined threshold. The filtering step was applied on all extracted entities.

3.4.6 Entities Ranking

After identifying and filtering relevant Wikipedia entities, the last step is to rank
these entities so that more important entities are represented as larger bubbles in the output
visualization. To rank Wikipedia entities, we used an algorithm based on PageRank

algorithm.

PageRank is an algorithm used by Google Search to rank websites in their search engine
results. PageRank was named after Larry Page one of the founders of Google (Langville
& Meyer, 2011). PageRank is a way of measuring the importance of website pages by
counting the number and quality of links to a page to determine a rough estimate of how
important the website is. The underlying assumption is that more important websites are

likely to receive more links from other websites.

The importance of the detected Wikipedia articles in our approach can be roughly
estimated by applying the PageRank algorithm. The conventional PageRank algorithm,
however, considers only the links to a page. We believe that the rank of the Google's
search snippets, from which primary Wikipedia entities are extracted, should be
considered to determine the importance of the page. Recall that our approach extracts

primary Wikipedia entities from the Google's search snippets, and that the snippets that
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appear on the top of the page are often more important than other snippets. Therefore, it
is reasonable to assume that Wikipedia entities obtained from the top snippets are likely
to contain more useful information than the bottom snippets. Thereby, we propose an
augmented version of the PageRank algorithm that considers not only the in-links to the
Wikipedia articles, as in original PageRank algorithm, but also the rank of the search
snippet in which the Wikipedia entity is detected, and the number of occurrences of

Wikipedia entities in search snippets.

In the following subsections, the conventional PageRank algorithm is first presented with

an example. Second, our extended PageRank algorithm is presented.

3.4.6.1 The PageRank Algorithm
The PageRank is the most popular algorithm used to rank web pages based on
mathematical formula as we mentioned in section 2.1. The main formula of PageRank

algorithm is
PR(A) = (1-d) + d (PR(T1)/C(T1) + ... + PR(Tn)/C(Tn)) (3.5)

We modified the previous formula to meet our purpose with ranking extracted entities

from Wikipedia.

3.4.6.2 The Extended PageRank Algorithm
As mentioned in Section 2.1, the conventional PageRank algorithm ranks pages based
on the links between them. In our approach, however, it is necessary to consider other
factors that include:
1- The number of occurrences of a Wikipedia entity in search results. Entities that
occur in multiple search snippets are likely to be important.
2- The rank of the search snippet from which the Wikipedia entities are detected.

This is because entities that appear in top search results are often more important.

Therefore, we sought to extend the conventional PageRank algorithm so that the rank of
the page is calculated based on the above factors besides the in-links to the detected

Wikipedia articles. To address this need, we performed the following:
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First, each detected Wikipedia entity was assigned a score that denotes its rank in Google
search results. The score of each Wikipedia entity, which we refer to as the PositionScore,

is calculated by using the following Equation:

PositionScore(C) = ((N +1) — position(C)) * T (3.6)
Where:
C is the Wikipedia entity detected in the snippet text.
N is the number of snippets retrieved from the search engine
position(C) is the order of the first snippet where the Wikipedia entity C appears. For
example, if C appears in the first search result, then position(c)=1, while if C appears in
the last search result, then position(C)=N.
T is the number of occurrence of C in all retrieved snippets.
Note that Equation 3.6 depends on two main factors: the order of the first mention of C,
denoted by position(C), and the total number of occurrences of C, denoted by T. For a
Wikipedia entity C to have a high PositionScore, it should appear within top search results,
i.e. position(C) is low, and/or should appear frequently in the search results, i.e T is high.
The PositionScore value is then normalized by dividing it by the summation of position

cores of all Wikipedia entities detected in search snippets as the following:

PositionScore(C)
Y. PositionScore(C')

Where WF (C) stands for the weight factor of the Wikipedia entity C.

WF(C) =

(3.7)

The weight factor WF(C) indicates the importance of the entity C based on its position
and frequency in search snippets, whereas entities that occur first and frequently should

have high weights.

Finally, the weight factor was integrated into the PageRank algorithm by modifying

equation 3.5 to be as the following:
PR(A) = ((1-d) * WF) +d (PR(T1)/C(T1) + ... + PR(Tn)/C(Tn))  (3.8)

This modification implies that the PageRank score of page A is boosted based on the

position and frequency of the corresponding Wikipedia entity in search snippets.
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One should note that the set of Wikipedia entities to be ranked consists of both the primary
articles, which were retrieved from the search snippets, and the secondary articles, which
were retrieved from hyperlinks in primary articles. However, all secondary articles are
assigned a zero weight factor because they do not appear in the search snippets. Thus, only
the ranks of primary articles will be influenced by the weight factors, while the ranks of

the secondary articles will be computed based on the conventional PageRank algorithm.

As we will discuss in the evaluation chapter, this extension improved the final results as
compared to the traditional page rank: On applying our scoring mechanism, some
unrelated and less important entities were discarded while the ranks of other more relevant

entities were boosted.

3.4.6.3 Identifying Sub-topics of Primary Wikipedia Entities

The output of the previous phases is a set of Wikipedia articles that are filtered and
then ranked by using our extended PageRank algorithm. These articles will be represented
as bubbles in the final visualization as shown in (Figure 3.1). The size of each bubble
indicates its importance, and is determined based on the page rank obtained from our
extended PageRank algorithm, whereas highly ranked articles have larger bubbles than

low ranked articles.

We further extend the generated visualization to show not only the ranked Wikipedia
articles, but also related and sub-entities for each article, as explained in section 3.4.4,
Each bubble can be surrounded with small bubbles with a different color. These bubbles
show information extracted from the info-box of the article denoted by the central bubble.
This enables the end users to access information organized according to faceted
classification system. Users will be able to find subtopic information easily so that they

perceive the different aspects of the search query.

The approach we used to rapidly determine sub-entities is to exploit the info box in each
primary Wikipedia article. An info box is a fixed-format table that is placed to the top
right-hand corner of articles to present a summary of some unifying aspect that the articles
share see (Figure 3.5) for an example of info box. Each primary Wikipedia article is

retrieved, and its info box is extracted. Each entry in the info box often consists of a
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property name and value. In the example shown in (Figure 3.5), the properties are " aY!
Ja&" "aiali™ while the values are "Jssiss (wogtibe Wl 1o e "5 )", Note that some
values are represented as hyperlinks to other Wikipedia articles. Information extracted
from the info box is visualized as the following: Each value is represented as small bubble
positioned around the primary bubble. An arrow is drawn between the primary bubble and
the small bubble. The arrow is labelled with the corresponding property name extracted

from the info box. (Figure 3.4) shows an info box and how it is visualized.
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Figure (3.4): Example of info box and it is graph

3.4.7 Graph Construction

In this step, all information detected in previous steps are grouped and send back to
the client side to be visualized and displayed to end user. This information includes filtered
and ranked Wikipedia entities along with info box details. This information is represented
in JSON. (Figure 3.6) illustrates a snippet of JSON text representing the graph shown in
(Figure 3.5). The JSON text contains all page details that include:

- Page title in Wikipedia.

- Page URL in Wikipedia

- Page rank that controls the size of bubble in generated graph final result and

- Information extracted from info box. Note that some Wikipedia articles may not

contain info box, and thus this part may be missing.
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The client sides received the JSON text from the server sides, and translates it into a graph
by using a Java Script library called Sigma (JACOMY, 2016). The Java Script code runs
as part of the browser's add-on. It parses the JSON object and constructs the graph. The
nodes of the graph represents the related Wikipedia articles, and edges between these
nodes denote the relations. (Figure 3.5), shows a sample graph. The user can easily access
any article by clicking on its own node. The graph is displayed as a popup window, to

ensure that the user can access both traditional search engine results and our graph.
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Figure (3.5): Example of final graph
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{"pages": [
{

"page_id":"1",
"page_title": "o, <1 T ani™,
"page_url":"https://ar.wikipedia.org/wiki/%D8%A7%DI%84%DI%82%D8%BL%DE%A2%DI%86" ,
" "

page_rank":1,

"info_box":null

}l
{
"page_id":"2",
"page_title":"# pys",
"page_url":"https://ar.wikipedia.org/wiki/%D8%A7%D9%84%D9%84%D9%87 _ (%D8%A5%D8%B3%D9%84%D8%AT%D9%85)" ,
"page_rank":2,
"info_box":null
}’
{
"page_'id" sn3n,
"page_title":".iox",
"page_url":"https://ar.wikipedia.org/wiki/%D9%85%D8%AD%DI%85%D8%AF" ,
"page_rank":3,
"info_box":{
Uy 8 5 digh pong) aB08WE R o) Uy
"_a 11 JeY1 oaayy 12":M"iLs, 01",
WSy 1M 5 ",
" 513 glas,"tMaa, ",
"o ysiadl Liguadi"MeM wu syl alaedi™,
"ale JS g Jo¥I gaoy 12":iMsusidl gy, LM,
"ol >l ":"_3)—‘_)"
}
})
{
Ilpage_idll H Il4|l 5
"page_title":"ixsLidl §,5a",
"page_url":"https://ar.wikipedia.org/wiki/%D8%B3%D9%88%D8%B1%D8%A9_%D8%AT7%D9%84%D9%81%D8%AT%D8%AA%D8%AD%D8%A9" ,
"page_rank":4,
"info_box":{
LFIC U FL TS OR S [N
UETETIIN LU v TR TN
"iaaid ) JoYI ol gl MM el ge3",
MoToall sl "yl ie"
}
}l
{
"page_id":"5",
"page_title":"s ;i i1 5,4u",
"page_url":"https://ar.wikipedia.org/wiki/%D8%B3%D9%88%D8%B1%D8%A9_%D8%AT%DI%84%D8%A8%D9%82%D8%B1%D8%A9" ,
"page_rank":5,
"info_box"
PRSP IS TETLN
YU S TRV FE ST
"286": "o L1 sae",
"6144" "o Lads Il sus",
"25613": "Gy 4 11 sus",
}
}
]

Figure (3.6): Example of JSON file

3.5 Configuring and Setting up Arabic Wikipedia

The ArabXplore system exploits Wikipedia as a background knowledge from
which Wikipedia entities and info-box information are retrieved. An important design
principle of the ArabXplore system is that the handling of the user-query and the
generation of the visualization should be performed on the fly without incurring
significant time delay. Therefore, the access to and search on the Wikipedia content should

be performed rapidly with the least possible time. In this section, the setting up of the
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Arabic Wikipedia is explained, focusing on how the system performance is enhanced and
the processing time is reduced. Note that this setting is performed only once, hence it is

not part of the search process that is carried every time the user submits a search query.

3.5.1 Wikipedia XML dump

Querying the online version of Wikipedia will be time consuming. Therefore, we
used the Wikipedia XML dump to process and query the Wikipedia content locally.
Wikipedia offers free copies of all Wikipedia content for all available languages to be
used for research purposes. these copies are known as Wikipedia dumps (Wikipedia,
2011). Wikipedia dump can be downloaded and used for different purposes, such as:
offline use, informal backups, and fast querying of Wikipedia content. Wikipedia provides

these dumps in different languages.

Wikipedia dump consists of XML files that contain all Wikipedia content. Each dump
consists of several XML files, each of which contains particular details such as links,
metadata, page articles and disambiguation pages. The most important file for our work is
the XML file that contains Wikipedia articles, where each entry in this file represents a
single Wikipedia articles, and contains info such as: title, content, page ID, in links, out
links, etc.

Arabic Wikipedia dump is the XML copy that contains Arabic content, and it is about
500MB and contains over 400,000 articles (Wikipedia, 2016). This dump updated

periodically from Wikipedia to keep up to date with new articles on online Wikipedia.

3.5.2 Importing Wikipedia Dump Files into Local Database

To enhance performance and get the result in the shortest time we fetched the
content of Wikipedia from XML dump files and stored them in a relational database. This
step was performed by using JWPL (Java Wikipedia Library), which is a free API that
allows to interact and access all information in Wikipedia. First, we used JWPL to parse

large XML files and store Wikipedia content in a local database.

JWPL hides a lot of steps and complex processes to retrieve data from SQL database, and
also provides easy and fast API to do this. For example, Wikipedia page content can be

retrieved easily by using the Page title or ID, and without having to write any SQL query.
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Furthermore, we can get in links — pages that have links pointed to this page — and out

links — pages that current page points to them — can be also retrieved easily.

3.5.3 Indexing the Wikipedia Content for Fast Access

To enable for fast access and search over the Wikipedia content, we used Apache
Lucene to index Wikipedia pages content. Apache Lucene (Apache, 2016) is an open
source information retrieval search engine library with high performance and, includes
many features written entirely in Java. The most important feature in Lucene is fast
indexing for text. We indexed all Wikipedia pages content. Then, we can use the Lucene

API to search the indexed files.

3.6 Cast Study

In this section, we present a full running example of the processing of a sample
search query. We show how the search query is processed in every step explained in
previous sections of our approach until the visualization of final results. Suppose that the

user opened Google search engine and entered the following search query “a_S!) ol al”,

3.6.1 Query Expansion
Using Google custom search AP we retrieved the first 20" search results. Then,
we extracted the snippet of these results. (Table 3.1) shows sample snippets retrieved from

the query "a_SU ol 8",

Table (3.1): Snippets sample for "~ S i A" query

Snippet Snippet Content

position

1° snippet | go <ilad 83ay5 5 Banyg sl ) G S dae gl a S Ol il A geall A€l
oo M ALEYL128 mp3 Alle B3 sm 5w SU O A ) gaad yilae Jranidadl

4" snippet 4l (530505 O salusall Aaany @Y1 & oanst N QS 5a a0 I AN ol
co e sl die il Glae Y5 Glall deas g e J il Al 23S
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Snippet Snippet Content

position

9™ snippet | i S gl all anl oS Jysail) oS3 x| 2012 (Lned s3) S 0
RIPRICI E W TIGURE:

15th Snippet c‘;ﬁd\ i g HL\:J\ u‘)ﬂ\ L@_Ic:\:\sgf\j}! AAJN\.\ 3)_}...»“ XY quuju}\ 5y gun
Uismiane 48l ansly 1l 5ol 8 ol Al eland L5 cdaS ;) US A 1 i LY

20" quran eI Cineadl Juan o5 pilie S0 NS 5305 5 g Laiu) oalial) (5 )liie

mp4 mp3.

3.6.2 Snippets Pre-processing
In this step, we applied some preprocessing steps on the previous snippets to
remove stop words and normalize the snippets. (Table 3.2) shows the output of the

preprocessing of the snippets in (Table 3.1).

Table (3.2): the output of the preprocessing of the snippets

1* Snippet before | < Samy g &l g 8amy g 8181 (S 338 andal ay jSI) G AN 45 gual) 458410
ALLYL128 mp3 Alle Basaug a Sl GIAY gl il Jpend byl g ) ga
e

Ly, le sam Gbly, 6o ol aS sl m Sl Gl Adguall A
ULRY) mp Al Basm a8 GIAN se B il Jiead

4™ snippet before | & sies:s O salusall dabany 23l 3 oot I QUSH 58 S ol &1 ol 1 a0
Gad ua il il aie Jsiiall ¢ Glae Y15 Ol dase 4 e J jiall bl 2IIS aily

After

A Gsiesy Osaludl aliay WDV il QUSH o S AN ol A
e Al Jaidl Slae¥l gl dese s J

9™ snippet before | i) gl sl cuoal i S sl Cay oS psy | 2012 (b 58) S 0 5
aleedl) ardtiaal) dardl a gl o5
i) Ladd sli el Gan) SisSU sl Can oS Al

ool

After

After
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15th snippet before | <wis arlaall L‘ﬂﬂ\ P cﬁﬁs;: N Aatlill B ) o3 e AT 5 g
Uiaminwe ) ansly 1 il ) 8 ol Al elawd Led 5 daS ) IS 81 5 LY ¢ il

After 5 L;'\L!I (s H]njj‘ u[ﬂ\ C.'\'.’ﬂg ”; ia.l“\.l;j\ EJ:,AAJ‘ C\g.m.n 3;::\;&\ SJ}:
L\,pu.um A (-.u.n‘ O\Jﬂ\ n&\)& sl Ja\ elaul 4\;5) ‘_)s.u

20™ snippet before | JalSl) Cascadll Jaaats 3 8ke KU A 35205 g laiul uliall (g )Lia
quran mp4 mp3.

JolSll Conadll Jaend 3 il KU A 3500 plaiul ouliadl (5 5Lie
quran mp MP

After

3.6.3 Entity Extraction
As we mentioned previously, we had two types of entities, primary entities that
are extracted from snippets and secondary entities that are extracted from hyperlinks in

primary Wikipedia pages.

3.6.3.1 Identifying Primary Wikipedia Entities

As explained in section 3.4.4, the retrieved text snippets are split into N-grams that
will be matched with the Wikipedia content. (Table 3.3) shows a sample text snippet and
how it is processed. The column to the left illustrates the n-grams generated from the
snippet (Note than n changes from 1 to 3). Each of these n-grams is matched with the
Wikipedia content. The column to the right shows the n-grams that have matches in

Wikipedia, while other n-grams are ignored.
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Table (3.3): sample text snippet and how it is processed

il Jpant dag) g5 ga il Bargg iyl g Bangg 51 A (e S 208 anddl g Sl () AU A5 gual) dSAl)

v () BLSYL128 mp3 Addle Basaug aaSh AN ) g

Generated N-grams Entities that have Wikipedia pages
a Sl Al A peall RSN SIB
el SIE () al Al s
DS mzmi ) Al
OlAl A pall 430 puall
A Sl Gl Al B
(ub'.\' H)S.“ Sle
OIAD ) g b;)_:t
Akl
4 puall
oAl
p2 U
paal

This process is applied on all snippets. Note that longer n-grams are prioritized over
shorter n-grams when they overlap. This means that if the shorter n-gram is contained in
the longer n-gram, the matching result of the longer n-gram is considered. If we look in
Table as an example, the word "O/J&)" and "a S O3 both match with the Wikipedia
entity "aSI ol 8"

The final output of this step is a list that contains 83 primary entities extracted from

snippets and had Wikipedia pages.

3.6.3.2 Identifying Secondary Wikipedia Entities

In this step, we get the Wikipedia page for each entity in previous list and extract
the hyperlinks from it. Surely, we will get a large number of entities. For example, from
“a SN o) 2 Wikipedia page we extracted more than 50 hyperlinks, and from “c) &l s
Wikipedia page we extracted more than 90 extracted. To filter extracted links to keep only

‘H”

highly related ones, we applied TFIDF. For example, from ~ Sl oIAI"™” page we only
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selected the top 12 hyperlinks based on the TF-IDF scores. (Figure 3.4) shows the

secondary entities extracted from some primary entities.

Table (3.4): the secondary entities extracted from some primary entities

Primary Entity (Wikipedia Page) Secondary Entities

Sl ) A — oluill B ) g — sl Ll daal o Jdall — Ll
C) — eladll By g — lie cp e — A — Aandl)
SaVEVE Yy il ) o e — e

ol

LAY ) g 3y — 30lall 5 s — A i) B ) s — o pon — 2enae
—B\)}ﬂ\—)ﬂdﬂ\ﬁ)}n—ﬁ@hﬁ;—)ﬂ\
OV 8y sm — 5 by g — Aglaaall — alasl 5 s

9\‘)MY\DJF—UG‘)SMB‘)}M—U\‘)AQ

At the end of this step, we had a list containing 293 entities (83 primary — 210 secondary).
Any entity in this list has a corresponding Wikipedia page. It is obvious that the generated

number of entities is still large and should be filtered.

3.6.4 Entities Filtering

Due to the large number of the extracted entities from previous step we applied
some filtering process to extract only the highly important entities. Most of extracted
entities are related to the main search query but we still have some noise entities. The
retrieved entities are filtered by using Equation 3.4. This equation filters out terms that are
not frequently used as hyperlinks in Wikipedia. At the end of this step we had the final
list that contains 26 entities. (Table 3.5) shows the final list.
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Table (3.5): the final entities list

Final Entities

. - _ . ) " ol Al
Aoy Al R3S i yasy) zialia asuna Jaand ale
e Sl
JALA Q\;Jﬂ\
] dg_}aﬂ\ eled Jlasl Canadll dasa u_yd.umx\
Glimall | )
s
acld)
(ST (ST
5 ,alal) ol Al i dcguse | Jall S yae JI
daslall 5l
e Sl
5 e
. oy
ulial)

Surely, not all these entities are related to the main search topic. So, we still need to rank

these entities based on our Extended PageRank algorithm.

3.6.5 Entities Ranking

In this step, we applied our extended PageRank algorithm on the final list. We
built a graph that has the candidate Wikipedia entities as nodes, and the links between the
corresponding Wikipedia articles as edges. We used in-links and out-links between
Wikipedia pages to determine the edges between the graph nodes. We then applied our
extended PageRank algorithm, and the generated ranks are normalized and

ordered. (Table 3.6) shows the generated ranks of entities.
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Table (3.6): the generated rank of each entity

Rank Entity Rank Entity Rank Entity Rank Entity
g e \
0 cle 0 Jalal) 0.26 ) 1.0 TP
saliall
ol
0 e 0 o 0.237 eled 1.0
e2 Al
0 i iy 0 ey 0.235 | Qe d 0.8 e
sl) 8 g
0 Jus) 0.21 0.6
Osdiall 3 il
) (ST
0 o sl 0.15 5_alall 0.47 )
daslal)
e
acly)
Q\;)ﬂ\ J.QLA
0 0.12 ol Al 0.43 i
S Sl
p2 S
0 5Ll 0 e g 5o 0.42 s
0 Fiale 0 Al 8 0.28 O el

We considered entities with a rank score greater than 0 as related entities. We noticed that
the extended PageRank algorithm ranked the results better than conventional PageRank.
For example, the entity “4 o2 was ranked first when using our extended PageRank while

it was ranked fourth when using the conventional PageRank.

3.6.6 Graph Construction
Finally, a JSON text is built to represent extracted entities. JSON text is sent back

to the client side where it will be visualized and presented as shown in (Figure 3.5).
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3.7 Tools
JWPL (Gurevych, 2015)

Java Wikipedia Library (JWPL) is a free, Java based API that allows to access all
information in Wikipedia. JWPL provides easy and fast way to access all information in

Wikipedia. JWPL was used to access and search the Wikipedia content.

Firefox add-ons (Mozilla, 2015)
Firefox add-ons are installable enhancement to Firefox browser that allow users to

add some application features. The client side was implemented as a FireFox add-on.

Jersey (Corporation, 2015)

Jersey RESTful Web Services framework is an open source framework for
developing RESTful Web Services in Java that provides support for JAX-RS APIs. A
RESTful web service was built using Jersey in order to establish the communication

between the client side (The Firefox add-on) and the server side.

Stanford NLP toolkit (Group, 2015)

Stanford NLP toolkit is a group of Natural Language Processing software available
to everyone. These software provide statistical NLP, deep learning NLP, and rule-based
NLP tools for major computational linguistics problems, which can be incorporated into
applications with human language technology needs. Stanford NLP was used to carry out

the text pre-processing.

Apache tomcat to host the server component (Apache, 2009)
Apache tomcat is an open source software implementation of the Java Servlet,
JavaServer Pages, Java Expression Language and Java WebSocket technologies. Apache

tomcat was used to host our web service.
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Eclipse EE (Foundation, 2015)
Eclipse is a multi-language software development environment comprising
an integrated development environment (IDE) and an extensible plug-in system. It is

written mostly in Java. Eclipse used to implement all server side functionalities.
MySQL (MySQL, 2015)
MySQL is an open source relational database management system. MySQL used

to store Wikipedia dump on it.

Apache Lucene (Apache, 2016)
Lucene is an open source information retrieval software library. Lucene search
engine was used to support rapid access of the Wikipedia content. All Wikipedia pages

were indexed by Lucene along with some page details such as the number of page in links.

Sigma (JACOMY, 2016)
Sigma is a JavaScript library dedicated to graph drawing. It makes easy to publish
networks on Web pages, and allows developers to integrate network exploration in rich

Web applications. Sigma used to visualize the final result.
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Chapter 4

Results and Discussion
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Chapter 4 Results and Discussion

4.1 Introduction

In this chapter, we explain the steps we followed to evaluate our approach for
enhancing exploratory search results. To ensure that our approach gives the expected
result, our evaluation had two main objectives:
First, we aimed to assess the performance of our approach and explore how accurate the
produced recommendations are. The assessment method we adopted to achieve this
objective was to have a human subject rate the generated recommendations. Afterwards,
the human's rates were compared with the system's rates by using the appropriate metrics.
We also worked to explore errors in final results and trace the sources and reasons of these
errors. Besides, our modified PageRank algorithm was compared with the original

PageRank algorithm by assessing the recommendations generated from each algorithm.

Second, we aimed to assess the efficiency of our approach by analyzing the time required
to finish all steps. Additionally, we determined the steps that needed longer times, and

explained the rationales behind this behaviour.

4.2 Dataset and Evaluation Process
4.2.1 Dataset

As we are not aware of any test bed relevant to evaluate recommendation systems
in Arabic, we collected a query set consisting of 100 Arabic search queries. The collected
queries were chosen to cover from different fields including: technology, politics,
medicine, sport, art, geography, history, math, religion and chemistry. Size of queries
ranged from one to three words. (Table 4.1) shows samples of these queries, while the

query set is shown in Appendix A.
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Table (4.1): sample of test dataset

Field Query text ‘
Medicine ddanl) 3aall ledl)
Sport "SRG
History oY) Aalany)
Math Jalall g Jaalil)
Chemistry O S ki J

We tried to make this query set cover many possible patterns for search queries as the
following:

- Search queries ranging from 1 to 3 words, for example: word ‘44 »’ is a one-
word query, while ‘23 Jly’ consists of two words, and ‘s, sl Jdadl 552 consists
of three words.

- Search queries covering general and specific search topics: For example: the query
‘a3l 3 s a general word that covers all football field, but word ‘45l »> covers
a specific topic with the domain of football.

- Search queries covering objects of different types such as: persons ( () z3a
Mana Jgu gl — e — 22Y1), organizations (Ll — (sles 48 ja — 4353 13), events (552
Al — A% w8 — Ly JUadl), places ((oakeds — 2 5uY) ), topics (— @swlall Gl
G sal) 5 el — sl elall) and ete.

- Search queries covering words that afford more than one meaning: For example,

word ‘“45L% 5" may refer to the Barcelona city or the Barcelona football club.

4.2.2 Evaluation Process

To evaluate our approach, we created two versions of our search system: One
version was based on the conventional PageRank algorithm, while the second version was
based on our modified PageRank algorithm. The rest of steps was identical in both copies.
The aim of creating these two versions was to assess the difference that our modified
PageRank algorithm made on the generated results as compared to the conventional

PageRank algorithm.

55

www.manaraa.com



Since we were interested in evaluating our approach quantitatively, we could not merely
rely on the system's final output which was a visualization of recommended results.
Therefore, we collected the ratings given by the system to each generated
recommendation. These ratings are used by the system to determine the sizes of bubbles
in the output visualization. A human subject participated in this step to determine the
relatedness between search queries and generated recommendations. The Human subject
rated the results generated from both versions of the system, i.e. the version that uses
conventional PageRank and the version that used modified PageRank. The performance
of each system's version was measured separately, and then the two copies of the system
were compared based on the ratings given by the human subjects to each version of the

system.

As explained in Section 3.4, each result generated by the system is given a normalized
rating that ranges between 0 and 1. This rating indicates the degree of relatedness to the
input search query, where 1 means very relevant and 0 means irrelevant. For example, the
result shown in (Figure 4.1) shows a sample result, i.e. 48l naliall along with its rating
as generated by the system, i.e.0.368. To simplify the human-rating process, the system's
ratings were converted to a value that lies in the scale from 0 to 5. The human rater was
then asked to give a rating on a scale from 0 to 5 according the relatedness of the result to

the search query.

4,50l naliall, 0.368324, 2
Figure (4.1): sample of final result

Then, to determine the accuracy of our proposed approach we applied two evaluation
metrics that are: Normalized Discount Cumulative Gain (NDCG) (Jarvelin & Kekéléinen,
2002) and MAP (Mean Average Precision). These metrics were applied on both copies of
the system to compare the modified PageRank with the conventional PageRank. These

evaluation metrics are briefly explained in the subsequent section.
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4.3 Evaluation Metrics

This section presents the evaluation metrics we used to assess our search approach. An

example on the calculation process for each metric is also provided. These metrics are as

the following:

1- Normalized Discount Cumulative Gain. (nDCG), We used NDCG because it is
designed for ranking results with more than one relevance level. As we mentioned in
previous section, we had 5 relevance levels. NDCG used to measure our approach
based on ranked list and relatedness value assigned by human experts.

2- Mean Average Precision (MAP): The second metric we used to assess the results is

called Mean Average Precision (MAP).

We applied this measure on our dataset to calculate accuracy of relevant concepts. We
calculated mean average precision for 100 queries. Recall that results obtained for each
query were rated by a human subject on a scale from 0 to 5. For the MAP measure, we
assumed that a result is relevant if it is rated 3 or above. This assumption was based on
similar studies (Clarke et al., 2008) (Agichtein, Brill, & Dumais, 2006).

Note that both nDCG and MAP are commonly used to evaluate recommendation systems
and search engines. nDCG is mainly a measure of ranking quality, and uses a graded
relevance scale of documents, e.g. a relevance scale from 0 to 5. MAP is a measure of
quality as it measures how relevant the retrieved results are. Unlike nDCG, MAP uses a

binary relevance scale, e.g. relevant or not relevant.

4.4 Results and Discussion

Since we were interested in assessing our modified ranking algorithm as compared
to the conventional PageRank algorithm, two cases were tested: The first case is the
system with our modified PageRank algorithm, and the second case is the system with the
conventional PageRank algorithm. The 100 queries in our query set were used in each
case. Therefore, two groups of results were retrieved. Each result is in fact a ranked list of

recommended Wikipedia terms that should be related to a search query.
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To get clear and accurate results, we removed every obtained Wikipedia term with a rank
that is less than or equal to 0.2 (on a scale from 0 to 1) because these concepts are
considered not relevant.

We calculated nDCG and MAP for each file separately first, i.e. micro nDCG and MAP,

and then average the average values for each case. (Table 4.2) summarizes the results.

Table (4.2): evaluation metrics results

Case nDCG (SD) MAP (SD)
With modified PageRank 87.7% (0.10) 68.26% (0.23)
With conventional

84.5% (0.11) 50.34% (0.29)
PageRank
p (unpaired t-test) <0.0305 <0.0001

The average nDCG when using the modified PageRank was (87.7%), while it was
(84.5%) when using the conventional PageRank. The MAP value when using the
modified PageRank was (68.26%), while it was (50.34%) when using the conventional
PageRank. The values of micro nDCG and MAP for each query result can be found in
Appendix B.

It is obvious from these results that the difference between modified and conventional
PageRank seems to be small. Therefore, we were interested in exploring whether this
difference is statistically significant, and thus can be generalized, or not. For this purpose,

unpaired t-test was used between the two test cases.

t-test is a statistical examination of two populations means. It is used with small sample
sizes to test the difference between the samples when the variances of two normal
distributions are not known. We applied unpaired t test on the groups, where the first group
of results was the values of nDCG for the system with modified PageRank, and the second
group was the values of nDCG for the system with conventional PageRank. T-test shows
that p < 0.0305, indicating that the difference between modified and conventional

PageRank algorithms was statistically significant (The difference is considered
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insignificant if p>=0.05). Also, unpaired t-test applied on the MAP groups and the results
show that p < 0.000, indicating that the difference between modified PageRank and

conventional PageRank algorithm was statistically significant.

The above results indicate that our modified PageRank algorithm outperformed the system
with conventional PageRank algorithm, and that the differences, in terms of relevance and
ranking of results, were statistically significant. The advantage of our approach can be
attributed to its augmented measure which incorporated the rankings of Google search
into the PageRank measure. This resulted in reweighting the scores of PageRank
algorithm based on to the locations of terms in Google results so that terms that appear in

top Google snippets are reweighted to gain more importance, and vice versa.

Source of errors:

Since the calculated MAP value for our approach was relatively low, i.e. 68.26%, we were
further interested in inspecting results in order to identify the reasons behind erroneous

results. We could identify the following sources of errors:

1- Errors due to noise produced by Google's search API: As explained in Section
3.4.2, our approach was based on the search snippets obtained from Google search
engine. Our implementation used Google's search API, which offers a restful web
service to search and obtain search snippets. The service is free, but is limited to
ten search snippets per query, and 100 search queries per day. Since we target
Arabic users only, we customized the API to retrieve results in Arabic only.
However, we identified several limitations of the search API, which resulted in

several errors. These limitations can be summarized as the following.

English snippets: Despite that the service was configured to retrieve Arabic
results, several snippets in English were retrieved. For example: the results
returned for search query ‘8 5w 5 S5’ contained about 13 snippets in English and
7 snippets in Arabic only. As our work targets Arabic language only, English
snippets were discarded. Thus, few words were extracted and mapped to

Wikipedia content from the remaining 7 Arabic snippets. In another example, the
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returned snippets for search query ‘s3¥ls, skiw S contained 15 English snippets
and 2 snippets with mixed English and Arabic words. That means only 3 snippets
were Arabic. The final result for this search query contained only 5 concepts. Also,
the snippets retrieved from the query ‘bl sV’ contain 18 English snippets.
Overall, only 18 search queries had all snippets in Arabic, and 72 search queries

returned snippets with at least one English snippet.

Unrelated snippets: For some queries, some retrieved snippets were not explicitly
related to the target topic, and thus did not contain relevant terms. For example:
the search query ‘w<s 4S 2’ retrieved the following snippet: © sl Ges )l & auy
(Ul s Al Al s J5S) Words like ""occurred frequently in the retrieved
snippets, and thus got high rank despite being not explicitly related to the main
topic, i.e. "uskes 38 " Also, for search query ‘<YiaYl” the 3™ snippet is ¢ ¢ <l
L Jaa "8y e Aalad) dludull Ly agd € 3208 S0 xal €7 And for search query
‘Cnns i)’ the 7™ snippet is © 3wV dac ] 5w - oz AN as il il 215 - Calalal gl i (s
ball s’

Errors due to the search API are out of control and can be avoided only by
replacing the search API with a more accurate solution. However, we are not aware
of any other solution that is free to use.

2- Errors due to public keywords: sometimes the search query may afford two or
more meanings. For example: the keyword ‘45l returned results for both the
city and the football club. The best way to avoid this is to provide more specific
search queries. If the users need results for Barcelona as a city they must enter

‘44l » 4410 as search keyword.

4.5 Time Efficiency

We further evaluated the efficiency of the proposed approach by measuring the
execution time of the 100 search queries of our query set. We were also interested in
determining the steps that required time more than others. We tested our approach on a

machine that has the following specifications:
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Operating System macOS Sierra 10.12 beta
Processor Intel Core 15 2.4 GHz
Memory 8 GB

Note that we only tested the approach with the modified PageRank algorithm. (Figure 4.2)
shows the execution times of the 100 search queries and (Table 4.3) summarizes the
results. The average execution time for the 100 search queries was 40.17 seconds and the
standard deviation was 16.4. The minimum execution time was 7 seconds and the

maximum execution time was 85 seconds.

Execution Time
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w o ~
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H
)

w
o

20
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Figure (4.2): execution time for 100 queries

Table (4.3): summarization of execution time results

Average Execution Time 41.17 seconds
Standard Deviation 16.4
Minimum Execution Time 7 seconds
Maximum Execution Time 85 seconds
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It is obvious that the average execution time was relatively high. Execution times also
varied largely from one query to another (SD =16.4). To understand these results, we also
measured the execution time of each step in the search process. These steps are explained
in Chapter 3 and include: Query expansion, Snippets pre-processing. Identifying primary
Wikipedia entities, identifying secondary Wikipedia entities, Entities filtering, and

Entities ranking. (Table 4.4) shows the average execution time of each step.

Table (4.4): the average execution time of each step

Average

Execution Time
(in seconds)

Query Expansion 2.08 (SD=1.337)

Snippets pre-processing 0.4 (SD=0.127)
Identifying primary Wikipedia entities 21.2 (SD=9.302)
Identifying secondary Wikipedia entities 11.6 (SD=7.908)
Entities Filtering 4.6 (SD=1.968)
Entities Ranking 0.002 (SD=0.004)

The retrieval of Google search results consumed 2.08 seconds on average to complete
with standard deviation of 1.3. This step depends on the internet connection speed. The
pre-processing of snippets consumed 0.4 seconds on average with standard deviation of
0.12. Identifying primary Wikipedia entities process consumed 21.2 seconds on average
with standard deviation of 9.3. Identifying secondary Wikipedia entities process
consumed 11.6 seconds on average with standard deviation of 7.9. The filtering process
consumed 4.6 seconds on average with standard deviation of 1.9. The ranking process

consumed 0.002 seconds on average with standard deviation of 0.004.

From the previous results it is obvious that the identification of primary Wikipedia entities
consumed the longest time. This steps involves finding Wikipedia mentions in search

snippets by mapping them to Wikipedia content. The long time required for the mapping
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process is explained by the large number of n-grams that need to be matched with
Wikipedia. Each n-gram is matched in a separate transaction. In addition, the time required
for extracting primary entities varied largely (SD =9.302). For example, identifying
primary entities for search query ‘sl Js2al” consumed 4.2 seconds while search query
‘43l il consumed 54.5 seconds. This high variance is explained by the varying number
and lengths of snippets across queries: Longer snippets result in more n-grams, thus
requiring more time to match all n-grams.

Identifying secondary Wikipedia entities consumed the second longest time. This step
requires extracting hyperlinks from Wikipedia articles and applying TFIDF model. Again,
the execution time of this step also depends on the number of detected Wikipedia entities.
For example, the search query ‘&sl’” consumed 0.2 seconds to identify secondary entities
while the query: ‘bl 2SI Qdll” consumed 34.2 seconds for the same step. This very
high variance was due to the number of detected Wikipedia entities: For the query ‘l&al’
the number of Wikipedia entities was 14 entities only. Parsing the corresponding articles
of these entities and performing TF-IDF did not require much time as compared to the

query: ‘bl 1S Gl which resulted in 79 Wikipedia entities.

The entities filtering step consumed the third longest time. The filtering step requires
counting the number of occurrences of each Wikipedia entity and the number of times
each entity is used as a link in Wikipedia. Similarly, the filtering time becomes bigger as
the number of detected Wikipedia entities increase. Overall, entities filtering consumes

much less time in comparison with the former two steps.

The ranking step consumed the shortest time in comparison with other steps due to the
filtering step which reduces the number of ranking entities and due to the optimized
algorithm used in this step. We emphasize that this evaluation was performed on personal
machine with low specifications. It is expected that the processing speed can increase by

using parallel processing or a more advanced machine.

4.6 Summary
In the chapter we presented the evaluation of our approach and discussed the

evaluation results and the errors sources.
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We mentioned that there are no similar approaches using Wikipedia link structure to
enhance Arabic explanatory search results. First, we asked human experts to evaluate the
results then we used Normalized Discount Cumulative Gain to get the accuracy of our

approach. We compared the accuracy between using modified page rank and plain page

rank. The accuracy of modified page rank was (87.7%) and with plain page rank was
(84.5%).
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Chapter 5

Conclusions
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Chapter 5 Conclusions

In this thesis, we developed ArabXplore, a system that exploits Arabic version of
Wikipedia to support exploratory search results for Arabic language. Given an Arabic
search query the system finds the related entities on Wikipedia and ranks them. Finally,
extracted entities are visualized as a graph to help the user perceive the domain of search.
The system process consists of six main steps: 1) query expansion: This step aims to
expand the input query by sending it to Google search, or any other search engine, and
retrieve the top search snippets. 2) snippet pre-processing: This step aims to prepare the
retrieved snippets by orthographic normalization and stop word removal. 3) Entity
extraction: This step aims to identify primary entities from snippets and secondary entities
from snippets Wikipedia pages. 4) Entities filtering: This step aims to filter out irrelevant
entities and keep most important ones. 5) Entities ranking: This step aims to rank the
entities list by using a modified PageRank algorithm. 6) graph construction: This step aims

to build the results as a graph to be presented to the user.

The work in this thesis has four main contributions points. First, this is the first work that
exploit Arabic version of Wikipedia to support exploratory search results. In the field of
Arabic language, there is no similar works to support search results. Arabic version of
Wikipedia has been exploited for different purposes but not for search results enhancing.
Second, this work is compatible with any traditional search engine and does not require
any special interface. Also, this work is fully automated and does not interrupt user search
process. Third, this work uses a novel ranking algorithm based on the conventional
PageRank. our ranking approach is adapted to Web search by considering both the
frequency and position of entities in search results. Fourth, this work identifies related

entities from snippets and from the Wikipedia pages of snippets.

The work in this thesis was assessed over a dataset of 100 Arabic search queries in
different domains. The experimental results showed that our modified PageRank
algorithm improves the entities ranking process as compared to the results obtained from

conventional page rank.
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We believe that this is one the first work that exploits Arabic version of Wikipedia to
support Arabic exploratory search results. This thesis will be the first step in Arabic
research field to support Arabic web search results using Wikipedia as background

knowledge.

Since this work has no similar works we have some challenges to overcome in our future

work:

First, we will consider the phrases ambiguity problem to improve the accuracy. We will
develop a method to solve this problem. This method will map the phrase with it is correct
Wikipedia page according to search query and retrieved snippets. We can search for

existing researches in this field or develop our own method.

Second, we will enhance the selection of retrieved snippets and ignore any unrelated

snippet to improve the accuracy of the final results and prevent errors in retrieved entities.

Third, we will try to deploy our system on public server and make it available for public
use. We have an implemented browser plugin that sends, receives and visualizes the
results on client side. Also, the complete code of server side is implemented and ready to

use. We just need a public server with high specifications to deploy our work.

Fourth, we will explore ways to spped up the search process and to improve the efficiency

of our approach by, for example, exploiting parallel processing and multi-processors.

Fifth, we will conduct a usability study to assess the usability and ease of use from the

user's perspective.
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Appendices

Appendix A: Arabic Search Queries Dataset
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Appendix B: Evaluation Results

Search Query nDCG MAP Execution Time
Silane ) dria 1 1 33.333
Aaall il 0.989845522 0.758533307 54.08
Cgulal) 0.80337216 0.552242665 11.368
oSl 0.94355947 0.696472663 19.351
8 g g Sila 0.837385034 0.629591837 14.365
dase 4,4 0.903582479 0.668961807 29.421
Sl )yl 0.965724474 0.752049718 41.8
Glily ae ) 48 0.992242282 1 36.672
bl 8 s 1 1 13.027
el Gl 0.983985735 0.833333333 15.905
osles AS 0.89154199 0.56548344 41.538
bl e 0.904810859 1 37.992
A gaall 0.82963658 0.619165178 37.42
Cldye by 0.92011567 1 35.829
bl nailliS a ] 0.867165178 0.722256817 33.214
Ol ) AYIAS a0 | 0.961045456 0.765304834 40.25
Lulaad) il 3aY) 0.600905852 0.565833333 29.228
oSS 0.881352207 0.684206349 38.943
Ly il 0.978577617 0.81292517 56.986
)il 0.797625649 1 49.938
Al ) 0.865952699 0.64356261 61.886
Lokl 0.975590336 0.741305916 30.036
Aol sl gal) 0.993727576 0.900826446 85.321
o) 0.847909477 0.730555556 49.842
glaal 0.663844115 1 54.224
Cpadl A 0.682978709 0.629591837 58.449
el 3asl) gl 0.923833603 0.831676888 47.281
43 ) 331 3 0.952462173 0.857142857 48.755
(>all ¢laall 0.959755452 0.550925926 42718
Al A8l 0.678571521 0.76 78.157
a5l 0.882397438 0.763053994 68.091
2 Jly 0.866567452 0.801223272 57.412
a0 Allall S 0.978877199 0.87654321 56.85
Lissh Qa5 50 0.918633414 0.440394221 45.019
(e 0.863888762 0.426851852 59
AU, siliun S 1 1 29.708
el 3Y) sy 0.940167017 0.644903581 44.563
paill 3 S 0.875477724 0.19461323 71.221
O ol ¢ 0.924211992 0.589285714 66.172
L) 0.901684909 0.555555556 8.878
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il 0.644738746 0.040580848 78.773
el il 0.830859147 0.234634238 20.263
el 0.875128263 0.381632653 78.645
ol 5 yal 0.928391185 0.285996055 61.185
ILY) 0.943727906 0.62962963 41.044
el 0.897433988 0.784353741 29.716
Qi pha &g 0.984469628 1 21.078
Alad o e 0.894063356 0.656525573 27.822
55 2] 0.965599674 0.658035714 38.562
slagll jad 0.85917621 0.772222222 35.6
N 1 0.571428571 43.747
alall )25 yae 0.922882106 0.458553792 38.433
3 e S S 0.886387129 0.862232443 35.074
e Gaae 0.932529797 0.538911846 36.787
Oahanls 0.901852806 1 33.38
(b Jia (e 0.98774334 0.33974359 27.731
gl Tyl 0.98654138 0.333333333 46.448
L gidl g sl [0.792340288 0.240983281 26.283
3l el 0.762022856 0.555293192 29.823
13 50 0 Clia 0.624550641 0.046759259 28.131
s ol #ola 0.869066174 0.402998236 44.922
Ss¥ Ll sl ]0.708238631 0.528869048 44.848
Y &l 0.949686638 0.567460317 35.388
Slla e AS jae 0.971003664 0.553199405 32.748
o alal) 0.818914418 0.805555556 24317
Agidailadl) 0.923504514 0.857283878 47.772
sl 0.979412494 0.515555556 41.183
RN 0.858300091 0.382638889 65.331
Oy 0.866194331 0.542949313 40.649
ia b 0.831744604 0.428030303 64.357
bl ) 0.85648721 0.479166667 14.309
T EREE 0.945115497 0.52 29.307
2l ebasy) 0.820155175 1 41.6
SN 0.611567847 0.629591837 52.505
ki) s 0.949185604 0.823950544 33.188
3yl dali 0.894912421 0.564197531 28.59
ol lana 1 1 27.687
SYlaiay) 0.805103549 1 39.32
JalSill 5 Jualill 0.82995886 0.604166667 32.082
(phaidl) 0.839372022 0461111111 29.473
Sy 0.763361817 0.366542717 44.288
dus pigll 0.897779296 1 41.043
A gusdll 0.804706114 0.448110483 51.672
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Ay 0.636724094 0.757103175 36.255
e J g )ll 0.914059113 1 29.955
PR O e 0.910475863 1 52.221
Jasy 0.90796008 1 38.695
p2 S0 ol Al 0.981532358 0.813806706 47.934
Ay Baial) 0.848260424 1 58.628
4 5il) 3yl 0.626619395 0.529761905 64.991
4 guanl) ¢Liasl) 0.71171123 1 19.776
SV Jsaad 0.790714355 0.537118735 7.093

G5 0.979506107 0.587962963 58.858
AN palial) 0.89630634 0.526538108 20.238
p 5 sl 0.998233578 0.5 25.955
52 S 28T 0.996076503 1 38.39

gl asdll 0.759475316 1 33.329
by 518l 0.961088514 0.743572993 23.787
O il 0.994009101 1 26.992
CranSY) 0.921361343 0.836734694 14.818
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